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Fake news detection
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● Text
○ Traditional learning methods (hand-crafted features)

● SVM 
● Decision Tree

○ Deep learning approaches
■ RNN
■ CNN

● Multi-modal
○ Text , Image

■ MVAE
■ SpotFake

○ Text,  News publishers, Users
■ SAME

Approaches
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● Components previously methods employ to capture multi-

modal context are too simple

● Only utilize the output of the last layers of these hierarchical 

models, while ignoring the intermediate hidden states, which 

also capture rich linguistic information

Problem
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Too simple

Ignoring the intermediate 

hidden states

SpotFake



● Challenge 1
○ How to fully utilize the multi-modal context information and extract high-

order complementary information from it to enhance the performance of 
fake news detection?

○ Propose a multi-modal contextual attention network to model the multi-
modal context for each news posts

● Challenge 2
○ How to explore and capture the hierarchical semantics of text information

to learn a better representation of multi-modal news? 
○ Design a hierarchical encoding network to capture the rich hierarchical 

semantics for fake news detection

Challenges
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HMCAN
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HMCAN
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Input

Output

● Input
○ Multi-modal post 𝑃 from social media consisting of text messages and 

corresponding images

● Output
○ Label of the post 𝑌 = {0, 1}
○ 𝑌 = 0 is real news 
○ 𝑌 = 1 is fake news



HMCAN
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1. Text and Image Encoding Network

2. Multi-modal Contextual Attention Network

3. Hierarchical Encoding Network

4. Fake News Detector
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Text and Image Encoding Network
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● Text Encoding Network

● Image Encoding Network

1



Text and Image Encoding Network
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● Multi-modal post 𝑃 = {𝑊 , 𝑅}

● Text Encoding Network
○ Input     : 𝑊 as a sequence of words 𝑊 = {𝑤1,𝑤2, · · · ,𝑤𝑚} 
○ Output  : word representation  𝑆 = {𝑠1, · · · , 𝑠𝑚}
○ Model   : pre-trained BERT

● Image Encoding Network
○ Input     : visual content R
○ Output  : a set of region features 𝑂 = {𝑜1, · · · , 𝑜𝑛}
○ Model   : ResNet50



Multi-modal Contextual Attention Network
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● Purpose: Extract high-order complementary information

● Input1: Text/Image

● Input2: Image/Text

Multi-modal Contextual Attention Network
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● Purpose: learn the representation of input1(text)

● Intra-modality affinity matrix As

● Representation of text Hs

Self-attention network 𝐹𝑠𝑖𝑛𝑔𝑙e
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* FC  = full-connected layers

* FCff =  two-layer full-connected network



● Purpose: 
○ extract information that is relevant to the image from the learned text 

representation, which can complement the visual information

● Inter-modality affinity matrix Aco

● Multi-modal context-aware text representation Hco

Inter-modality attention network 𝐹co
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● Pooled into two feature vectors, and concatenated into a 

feature vector 

● Contextual Transformer1 output  𝐶𝑇𝐼
● Contextual Transformer2 output 𝐶𝐼𝑇

Contextual Transformer 1 and 2
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Hierarchical Encoding Network
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● BERT can provide hierarchical semantics for text 

● Through different multi-modal contextual attention network 

units, get different 𝐶 values

3



● Purpose: to capture the rich hierarchical semantics

● Group 12 layer outputs into 𝑔 groups (𝑔 = 3)

● 𝑓𝐵 (𝑊 )𝑗,i
○ 𝑗-th layer BERT for the 𝑖-th word in text W

● 𝑠i
k

○ Initial representation of the 𝑘-th group of the 𝑖-th word

● 𝑑W

○ Dimension of the word embedding

Hierarchical Encoding Network
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Fake News Detector
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● Input
○ Multi-modal representation 𝐶

● Output
○ label Y

● Pn hat

○ Predicted probabilities of the 𝑛-th post

● 𝐶𝑛
○ feature representation of the 𝑛-th post

● Activation function 
○ softmax
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Loss function
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● Cross entropy
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● WEIBO
○ each post contains three elements (i.e., id, text and image)

● TWITTER
○ textual information, visual information and social context information

● PHEME
○ 5 breaking news, each containing a set of posts

Dataset
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https://www.researchgate.net/figure/Confusion-matrix-illustrating-the-calculation-of-precision-recall-and-F1-score_fig1_327982563

Confusion matrix
32



Ablation
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HMCAN¬𝑉 : remove visual information

HMCAN¬𝐶 : remove multi-modal contextual attention network removed

HMCAN¬𝐻 : remove hierarchical information of words



Impact of the value of α
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Impact of the number of group 𝑔
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● Propose a novel hierarchical multi-modal contextual attention 

network (HMCAN) for fake news detection task

● A multi-modal contextual attention network is proposed to 

fuse both inter-modality and intra-modality relationships

● Design a hierarchical encoding network to capture the rich 

hierarchical semantics
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Conclusion



(Add Info)MVAE
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(Add Info) TextGCN
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